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ABSTRACTThis paper proposes a statistical method for the analysis of maximum (or minimum)scores or performances by subjects in a series of tests and for testing the hypothesis thatsubjects are on the average equally likely to achieve, perform or earn highest(best,largest) scores or grades under a set of judges, treatment conditions, time periods orlocations. The sampled populations may be measurements on as low as the ordinal scaleand need not be continuous or numeric. Necessary test statistic is developed that mayalso be used to determine which of the treatment levels may account for any possiblerejection of the initial null hypothesis. The proposed method is illustrated with somesample data and shown to be at least as powerful as the Cochran Q test.
KEYWORDS: C-matched, Degree of freedom, Chi-square test, Cochran Q test, treatment,maximum scores, minimum scores.
INTRODUCTIONIf a researcher has collected random samples of observations from somepopulations that are continuous, homogenous and normally distributed, theresearcher could use the usual parametric methods to test any desiredhypothesis concerning the estimates of the population mean (Oyeka,2009).However if these populations do not satisfy the usual assumptions for the validuse of parametric test or if the null hypothesis concerns the modes of thepopulation, then parametric tests may not be validly used to test the nullhypothesis (Gibbons,1971,Oyeka,2009). This is because the mode of apopulation distribution unlike the mean often has intractable distributionalproperties that are rather difficult to evaluate in practical applications(Gibbons,1971). These include situations in which one has sample data oneconomic activities, say, transactions in the stock exchange overtime or space orin education or job interview when one has data on the performance of studentsor candidate over time or space or in the evaluation of the health status ofsubjects over time or space; etc. In each of these and similar situations researchinterest may be in statistically determining the maximum, highest or peak score,or the lowest, smallest or troughs in the set of scores by subjects over time orspace and to statistically determine whether there is any significant differencebetween the treatment levels represented in terms of time or space in theirmaximum and minimum scores (Spiegel,1998;Oyek et al,2012). We thereforehere propose to develop a nonparametric statistical method for the comparisonof modes or troughs of populations matched in time or space that do not requireany distribution assumptions.
THE PROPOSED METHODLet ijx be the thi sample, block or batch of observations randomly drawn frompopulation jx , for )2(,...,2,1;,...,2,1  ccjni . It is assumed that the c-sampled populations or treatment levels are related either in time or space andmay be measurements on as low as the ordinal scale (Gibbons, 1971). They alsoneed not be continuous. To develop a test statistic that the maximum(minimum) score or observation is as likely to occur in any one treatment levelas in another, we let
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For cjni ,...,2,1,,...2,1 Note that Equ 1 may also be used to test similar null hypothesis about minimumscores if ijx is redefined as the lowest (worst, smaller) score in the ith batch orblock or by the ith subject at the jth treatment level, time period or location fori=1,2..,n;j=1,2,..c. Note also that 1iju  ,for all treatment levels ‘j’ in which themaximum score or observation occurs for each subject ‘I’.i=1,2,…,n;j=1,2,…,c.Cochran Q test may be used to test the null hypothesis by first coding allmaximum (or minimum) scores 1 in each treatment level j and otherobservations 0 for the ‘I’ block or subject,i=1,2,..,n;j=1,2,…,c;that is by using theresult of Equ 1(Gibbons, 1973;Oyeka,2009).We will however here propose anddevelop an alternative approach for the same purpose.
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A null hypothesis that is usually of general interest is that each of the c treatmentlevels is on the average equally as likely to contain the highest (best, largest)score or observation as any other treatment level for all blocks. In other words,the null hypothesis of interest would be:
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Equation 6 shows the expected value and variance of jW respectively.
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Also the expected value and variance of W are respectively
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A test statistic for the null hypothesis of Equ 5 could be developed based on W ofEqn 4 by finding the sampling distribution of W using Equ 1-4 and 6-8.Thisprocedure is however rather tedious and cumbersome. We will here adopt analternative approach based on the chi-square test for independence. Now notethat j is the probability that on the average the highest (best, largest)observation or score occurs at the jth treatment level, time period or location forall rows or blocks of subjects for j=1,2,…,c. Its sample estimate is
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Where fj is the total number of 1s in uij, that is the total number of times thehighest (best, largest) observation or score occurs at the jth treatment level, timeperiod or location; for j=1,2,…c, for all i=1,2,…n, that is for all subjects or blocksof subjects. Now the overall or total number of 1s, that is the total number ofhighest (best, largest) scores or observations for all treatment levels, timeperiods or locations is
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To develop a test statistic for the null hypothesis of Equ 5 based on the chi-square test for independence; we note that the total number of 1s and 0s, that isthe total number of times the highest (best, largest) observations or scores occurand do not occur at the treatment levels, time period or location for all subjectsor blocks that is observed number of 1s and 0s are
1 2; 1,2,..., . 11j j j jo f o n f for j c   

The corresponding sample proportions are
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The overall or total number of 1s and 0s are respectively
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Now under the null hypothesis of Equ 5 the expected number of 1s and 0s ,that isthe expected number of times the highest (best, largest) observations or scoresoccur and do not occur at the jth treatment level, time period or location for allsubjects or blocks of subjects are respectively
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The corresponding sample proportions are respectively
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Hence if the null hypothesis of Equ 5 is true then the corresponding Chi-squaretest statistic is
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Which under H0 has approximately the chi-square distribution with (2-1)(c-1)=(c-1) degrees of freedom for sufficiently large ‘n’.
Now substituting Equs 11 and 14 in Equ 16 gives
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Which when further simplified becomes
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Or equivalently in terms of the sample proportions of Equs 12 and 15
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Which under H0 has approximately the chi-square distribution with c-1 degreesof freedom for sufficiently large n. The null hypothesis H0 of Equ 5 is rejected atthe  level of significance if
2 2
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Otherwise H0 is accepted.If the null hypothesis of Equ 5 is rejected one may proceed further to determinewhich treatment level, time period or location, or their combinations may haveled to the rejection of H0.This may be achieved by partitioning the chi-square teststatistic of Equ 17 or Equ 18 in the usual way, that is by temporarily omitting ordropping the treatment level that has the largest combination to the overall chi-square value and repeating the analysis with the remaining treatment levels.This process is continued until no significant difference is found to exist betweenthe remaining treatment levels, at each stage performing necessary comparisonsin the usual way.
ILLUSTRATIVE EXAMPLEA random sample of 15 candidates attending a job interview were assessed by apanel of 5 judges on  a 11 point scale from 0(worst) to best (10) with thefollowing results (Table 1).

Table 1: Scores by candidates in a job interview under 5 judges.
Candidate

No.
Judge 1 Judge 2 Judge 3 Judge 4 Judge 5 Highest

score1 3 4 6 9 3 92 3 1 10 9 8 103 3 2 10 9 8 104 6 4 9 1 9 95 3 7 8 2 8 86 5 5 3 4 2 57 1 4 9 3 8 98 7 3 2 7 5 79 8 2 6 4 5 810 3 8 2 2 8 811 2 2 3 3 7 712 10 3 5 9 4 1013 5 6 7 7 10 1014 9 5 10 3 7 1015 2 6 9 5 8 9
To analyze the data of Tble 1 using the proposed method we apply Equ 1 to thevalues of the scores in the Table for each candidate to obtain the values of uij consistent with the highest values of the scores shown in the last column ofTable 1 for each study. The results are shown in Table 2.

Table 2: Values of uij (Equ 1) for the data of Table 1
Candidate

No.
Judge 1 Judge 2 Judge 3 Judge 4 Judge 5 Total(Bi)1 0 0 0 1 0 12 0 0 1 0 0 13 0 0 1 0 0 14 0 0 1 0 1 25 0 0 1 0 1 26 1 1 0 0 0 27 0 0 1 0 0 18 1 0 0 1 0 29 1 0 0 0 0 110 0 1 0 0 1 211 0 0 0 0 1 112 1 0 0 0 0 113 0 0 0 0 1 114 0 0 1 0 0 115 0 0 1 0 0 1
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Total(n) 15 15 15 15 15 75(n.c)No of 1s (fj) 4 2 7 2 5 20(f)No of 0s (fj) 11 13 8 13 10 559 (n.c-f)Proportionof 1s (pj) 0.267 0.133 0.467 0.133 0.333 0.267( P )
Using the proportions in Table 2 in Equ 18 we have the chi-square test statisticfor the null hypothesis of equ 5 that candidates are equally likely to earn thehighest scores under each of the five judges as

2 2 2 2 2 2
2 (15)(0.267) (0.133) (0.467) (0.133) (0.333) 950(0.267) )

(0.267)(0.733)

(15)(0.436 0.355) 15(0.081) 1.215
6.199( 0.1463)

0.196 0.196 0.196
P value


   




     

Which with 4 degrees of freedom is not statistically significant leading to theacceptance of the null hypothesis. Note that if in fact the null hypothesis hadbeen rejected and further research interest were in determining which of thejudges may have importantly contributed to the rejection of H0,then one wouldhave proceeded to temporarily omit the scores by judge 3 which is here seen tomake the large contribution to the calculated total chi-square value of 6.199.Wenow here use Cochran Q test to reanalyze the data of table 2 to enablecomparison of the proposed method with an existing method that mayalternatively be used. The usual Cochran Q test statistics is
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Which has chi-square distribution with c-1 degrees of freedom. Using thesummary values of fj and Bi in Table 2,we have
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Which with 4 degrees of freedom is also not statistically significant again leadingto the acceptance of the null hypothesis. Although the Cochran Q test and theproposed method here lead to the same conclusion. The relative sizes of thecorresponding chi-square values and the attained significance levels indicatethat the Cochran Q test at least for  the present example is likely to lead to aacceptance of a false null hypothesis (Type II Error )more often, and hence islikely to be less powerful than the proposed method.
SUMMARYAND CONCLUSIONWe have in this paper proposed and developed a non-parametric statisticalmethod for the analysis of maximum (or minimum) scores by subjects exposedto a battery of tests over time or space. The proposed method may be used foranalyzing data measured on as low as the ordinal scale that are not necessarilycontinuous or numeric. A chi-square test statistic is developed to test the nullhypothesis that subjects are on the average equally likely to perform or earn thehighest (best, largest) scores under various treatment levels, time period,conditions or locations. In the event that the null hypothesis is rejected, theproposed method may also be used to identify the treatment level or treatmentlevels that may have accounted for the rejection of the null hypothesis. Theproposed method is illustrated with some sample data and shown to comparefavorably with the Cochran Q test.
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