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Abstract: In this paper, the statistical analysis for continuous-
time stationary processes with missed data is presented. The 
statistics of this process are constructed. The asymptotic 
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for this process are investigated. The asymptotic distribution for 
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Introduction 

Let 𝑋𝑟(𝑡) =  {𝑋𝑎(𝑡) , 𝑎 =  1 , 𝑟̅̅ ̅̅ ̅, 𝑡 𝜖 𝑹} be an r-dimensional 
continuous time stationary process with mean 𝑚𝑎, 𝑎 =
 1 , 𝑟̅̅ ̅̅ ̅  , 𝑅𝑎𝑎(𝜏) , 𝜏 𝜖 𝑹  the continuous covariance function 
which is defined by 

      𝑹𝑎𝑎(𝜏) = 𝐸{𝑋𝑎(𝑡 +  𝜏) 𝑋𝑎(𝑡)}=  

    R,t;diexpf
R

aa                                      (1.1) 

and the spectral density function 𝑓𝑎𝑎(𝜆), 𝜆 ∈ 𝑹, 𝒂 =  1 , 𝑟̅̅ ̅̅ ̅ 
which is given by 

𝑓𝑎𝑎(𝜆) =  (2 𝜋)− 1  ∫ 𝑅𝑎𝑎(𝜏) 𝑒𝑥𝑝(− 𝑖 𝜆 𝜏) 𝑑𝜏, 𝜆 ∈ 𝑹
𝑹

 .  (1.2) 

Consider the statistic: 

 𝒎𝒂̂ =  
1

𝑇
 ∫ 𝑋𝑎(𝑡) 𝑑𝑡

𝑇

0
,                                              (1.3) 

Which is constructed by T, 𝑇 =  [ 1 ,∞), 𝑋𝑎(𝑡) is a 
sequence of observations on 𝑋𝑟(𝑡). Let 

 𝑌𝑎(𝑡) =  𝑋𝑎(𝑡) 𝑑𝑎(𝑡),                                              (1.4)    

is irregularly data on the stationary process 𝑌𝑟(𝑡), 𝑎 =
 1 , 𝑟̅̅ ̅̅ ̅ and 𝑑𝑎(𝑡) is Bernoulli sequence of random variables, 
which satisfies 

 𝒅𝒂(𝑡) =  

 









otherwise

observedtXif a

0

1

                                                  

(1.5)  

Since 𝑃 {𝑑𝑎(𝑡) = 1} =  𝑝𝑎 > 0, 𝑃 {𝑑𝑎(𝑡) = 0} =  𝑞𝑎, 𝑝𝑎 +
 𝑞𝑎 = 1, 𝑎 =  1 , 𝑟̅̅ ̅̅ ̅ and                      (1.6) 

Several authors as e.g. Bloomfield (1970), Brillinger 
(1970), Marshal (1980) studied the asymptotic time series 
with missing observations. Ghazal (1999), Ghazal and 
Farag (1998a) and (1998b) studied the asymptotic time 
stationary processes with classical methods. 

The paper is organized as follows: Estimation of the 
expectation and its asymptotic distribution is determined 
in Section 2. Section 3 contains the asymptotic distribution 
for continuous – time processes with missed data. 

2. Estimation of the expectation and its asymptotic 
distribution 

We mention some results, which will be used to prove 
some theorems. 

Theorem 2.1 For estimation𝑚𝑎̂, which is defined by 
equation (1.3), then we has 

𝐸 𝑚𝑎 ̂ =  𝑚𝑎                                                                                                                                                                                    
(2.1) 

𝑇 𝑐𝑜𝑣{𝑚𝑎̂ , 𝑚𝑏̂} = 2𝜋 ∫ 𝑓𝑎𝑎(𝑥) Φ𝑇(𝑥) 𝑑𝑥,
𝑹

                (2.2) 

 
Where 
 

Φ𝑇(𝑥) =  (2 𝜋 𝑇)− 1  
𝑠𝑖𝑛2𝑥 𝑇 2⁄

(𝑥 2⁄ )2 ,                                                                                                                                                       

(2.3) 
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𝑇 𝐷𝑚𝑎̂ = 2𝜋 ∫ 𝑓𝑎𝑎(𝑥) Φ𝑇(𝑥) 𝑑𝑥
𝑹

,                                                                                                                                                

(2.4) 
 
 
for all 𝑥 ∈ 𝑹 and 𝑎 , 𝑏 =  1 , 𝑟̅̅ ̅̅ ̅. 
 
Proof:  Equation (2.1) comes directly by using formula 
(1.3). From equation (1.1), we get 
 
𝑐𝑜𝑣 (𝑚𝑎  ,̂ 𝑚𝑏̂)

=  𝑇− 2  ∫ 𝑓𝑎𝑏(𝑥) {∫ 𝑒𝑥𝑝(𝑖 𝑥 𝑡1) 𝑑𝑡1  ∫ 𝑒𝑥𝑝(− 𝑖 𝑥 𝑡2) 𝑑𝑡2

𝑇

0

𝑇

0

}  𝑑𝑥

𝑹

 

Since 

∫ 𝑒𝑥𝑝(𝑖 𝑥 𝑡) 𝑑𝑡 =  
sin 𝑥 𝑇 2⁄

𝑥 2⁄
 

𝑇

0
𝑒𝑥𝑝(𝑖 𝑥 𝑇 2⁄ ), 

and by using formula (2.3), then equation (2.2) is 
obtained. Equation (2.4) comes directly by putting 𝑎 = 𝑏 
in equation (2.2). Now, the proof of the theorem is 
completed. 

Now, theorem (2.2) below shall study the properties of the 
kernel Ψ𝑇(𝑥) on 𝑹, 𝑥 ∈ 𝑹 which is defined by: 

Ψ𝑇(𝑥) =  (2 𝜋 𝑇)− 𝟏  | ∫ 𝑒𝑥𝑝(− 𝑖 𝑥 𝑡) 𝑑𝑡 
𝑇

0
| , 𝑇 = 1, 2,  (2.5) 

Theorem 2.2 For any 𝑥 ∈ 𝑹, the function Ψ𝑇(𝑥) is the 
kernel on 𝑹 that satisfy the following properties 

(1) ∫ Ψ𝑇(𝑥) 𝑑𝑥 = 1, 𝑥 𝜖 𝑹
∞

− ∞
.           (2.6) 

 

(2) lim
𝑇 → ∞

∫ ΨT(x)dx = 
− δ

− ∞
lim

𝑇 → ∞
∫ ΨT(x)dx = 0
∞

δ
, for any 

𝛿 >, 𝑥 ∈ 𝑹,                                         (2.7) 
 

(3) lim
𝑇 → ∞

∫ ΨT(x)dx = 
δ

− δ
1, for all 𝛿 > 0,𝑥 ∈ 𝑹.                                                                                                                                                                                                                   

 
(2.8)   
 
 
Proof: The proof is omitted. 
 
Lemma 2.1 If the function 𝑔(𝑥), 𝑥 ∈ 𝑹 is bounded 
and continuous at a point 𝑥 = 0 and the function Ψ𝑇(𝑥), 
𝑥 ∈ 𝑹 satisfies the properties of Theorem 2.2, then 
 

lim
𝑇 → ∞

∫ g(x) ΨT(x)dx = 
∞

− ∞
g(0).                 (2.9) 

 
 
Proof: By using formula (2.6), we get 
 

           












 dxxgxggdxxxg TT 00

     








 dxxgxg T0  

 

     





 dxxgxg T0 = 
321 AAA  . 

 

Now, from continuity of  xg  at 0x , we get 

 

 




 dxxA T2
. Then, 2A  

Now, 2A is very small according any   is very small. Then

02 A . Suppose that   Rx,xg  is bounded by 

constant M, then according to formula (2.7), 
 

  021 




 




TT dxxMA . Similarly, 

03  
T

A . 

Therefore,      





  00

TT gdxxxg , this 

completes the proof of the theorem. 
 

Theorem 2.3 If the spectral function   Rx,xf ba , 

rba ,1,   is bounded and continuous at a point 0x , 

then 
 

(1)     r,b,a,fm̂,m̂covTlim baba
T

102 




                                                                                                   (2.10) 

(2)   r,a,fm̂DTlim aaa
T

102 


       (2.11)                        

 
Proof: The proof can be easily obtained by using lemma 
2.1. 
 

Theorem 2.4 Let     r,a,t,tXtX a

r 1 R , 

be r – dimensional continuous stationary process with 
mean zero. Then the statistic 

               

   dttX
T

T

T

aa 
0

1
 ,     (2.12) 

 
is asymptotically normal distribution with mean zero and 
dispersion given by 
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    r,a,fTDlim aaa
T

102 


 . 

 

Proof: We begin by noting that    0TE   according 

to the condition that   r,a,tXE a 10  . Next we note 

from formula (1.2) that 
 

          dxdtdtttxiexpxf
T

T,Tcov

T T

baba 21

0 0

21

1
  







 =  
 = 

        dxdttxiexpdttxiexpTxf

TT

ba
















22

00

11

1
22 

. 
By using equation (2.5), then 
 

        dxxxfT,Tcov Tbaba  




 2 . 

 
Taking the limits on both sides and then by using lemma 

2.1 and then putting ba  , we get 

      r,a,fTDlim aaa
T

102 


 . 

Finally, 

    T,,Tcum
kaa  

1
= 

     


T

k

T

aa

k

dtdttX,,tXcumT
k

0

1

0

2

1
 . 

   

    T,,Tcum
kaa  

1
= 

    


T

kkkk

T

aa

k

dtdttt,,ttcT
k

0

111

0

2

1
   

Putting
 1111   kkkk utt,,utt  , then 

     2

1

k

aa TT,,Tcum
k


 

  

   
 



T T

T

T

T

kkaa dtduduu,,uc
k

0

11111
  . 

Suppose 

  








    ,,k,duduu,,uc kkaa k
3211111

 

Then 

     ,TOT,,Tcum
T

k

aa k
02

1

1
 










 

for all 2k . 

Then     dttX
T

T

T

aa 
0

1
  is asymptotically 

normal distribution with mean zero and dispersion given 

by  02 aaf , which completes the proof. 

 
 
3. Asymptotic distribution of stationary process with 
missed observations 
 
Now, we will study the moments and the asymptotic 

distribution for   Rt,tYa  which is defined by 

equation (1.4). 
 
Lemma 3.1 If the process 

  r,a,tYand)t(X aa 1  corresponding by equation 

(1.4) where a sequence   r,a,t,td a 1 R  satisfies 

equations (1.5) and  (1.6), am  is the mean, 

  R  ,R aa  is the covariance function and 

  r,a,,f aa 1 R  is the spectral density function 

on the processes   r,a,t,tYa 1 R , then 

 

(1) aaa pmm  ,                                                                                                                                                                 

(3.1) 
 
 

(2)  

 

 













0

00

2

2







ifRp

ifqpmRp

R

aaa

aaaaaa

aa

                                                                                            (3.2) 

(3)         02 212

aaaaaaaaaa Rmqpfpf 




                                                                                        (3.3) 
 

Proof: Formula (3.1) can be deduced from equation (1.4) 

and properties of   r,a,td a 1 . To prove formula (3.2), 

we get 

 

          tdtdE)t(XtXER aaaaaa 

     tdEtdE)t(XEtXE aaaa   . 

Since 

 

    2

ababa mR)t(XtXE   ,         (3.4) 
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Then 

 

               

       













0

0

22 





ifpmtdtdEtXtXE

if,tdEtdEtXEtXEtdtdEtXtXE

R

aaaaaa

aaaaaaaa

aa

 

 

By using equation (3.4) and properties of   r,a,td a 1 , 

we have 

 

  

  













0

00

2222

222







,pmpmR

,pmpmR

R

aaaaaa

aaaaaa

aa

 

 

Then formula (3.2) is obtained. Finally, from the definition 

of spectral density and equation (3.2), we get 

 

          
0

221
02








 iexpRpqpmRpf aaaaaaaaaaa

+    











 diexpRp aaa

2
= 

          aaaaaaaaaaaa fpRpqpmRp 2221
2002 



 

 

= 

        aaaaaaaaaa qpmRqpfp 2112 202


 

. 

 

Then equation (3.3) is obtained and then the proof is 

completed. 

 

Theorem 3.1 Let  

 

T

a

a

a dttY
pT

m
0

1
,                                                                                                                                                              

(3.5) 

Then 

 

aa mmE  ,                                                                                                                                                                                  

(3.6) 

     






















 dyyyf

T
qmdyyf

pT
mD Taaaaaa

a

a 
21 2

,                                                                            (3.7) 

 

where  yT  is defined by equation (2.3). 

 

Proof: Formula (3.5) comes directly from equation (1.4). 

To prove formula (3.6), then by using equation (3.5) and 

the definition of the dispersion to get 

 

          

T T

aaaa

a

a dtdttYEtYEtYtYE
pT

mD
0 0

21212122

1

. 

 

By using equations (1.4) and (3.2), we get 

 

 
 

a

aaaa

aa

T T

a
pT

qmR
dtdtttR

T
mD

2

2121

0 0

2

01 
  

By using equation (1.1), then formula (3.7) is obtained and 

the proof is completed. 

 

Now, we will study the limiting distribution for 

the statistic defined by (3.5). 

Corollary 3.1 Let am  be defined by equation (3.5). If 

the spectral density  aaf  is continuous at a point 

0  and bounded on R  then 

   













 






dyyfqm
p

fmDTim aaaa

a

aaa
T

21
02l

                                                                                        (3.8)  

 

Proof: The proof can be obtained directly from equation 

(3.7) as T . 
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