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Abstract: In this paper, the statistical analysis for continuous-
time stationary processes with missed data is presented. The
statistics of this process are constructed. The asymptotic
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an estimate of the spectral density function is established
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Introduction

Let X"(t) = {X,(t), a= 1,7, t e R} be an r-dimensional
continuous time stationary process with mean m,, a =
1,r ,Rua(7), T€ R the continuous covariance function
which is defined by

R, (1) = E{X,(t + ©) X,(O)}=
[ f..(A)expliir)da;t,reR (1.1)

R

and the spectral density function f,;(1), A € R,a= 1,r
which is given by

faa@) = @m)~" [ Rea(r) exp(—=iA7)dr, 2 €R. (1.2)
Consider the statistic:

_ 1 T

M, = - Jy Xa(@®) dt, (1.3)

Which is constructed by T, T= [1,0), X,(t) is a
sequence of observations on X7 (t). Let

Yo (0) = Xa(t) da(t), (1.4)

is irregularly data on the stationary process Y"(t),a =
1,r and d,(t) is Bernoulli sequence of random variables,
which satisfies

1 if X, (t) observed
d, () =
0 otherwise
(1.5)
Since P{d,(t) =1} = p, > 0,P{d,(t) =0} = qq, pg +
go=1,a= 1,rand (1.6)

Several authors as e.g. Bloomfield (1970), Brillinger
(1970), Marshal (1980) studied the asymptotic time series
with missing observations. Ghazal (1999), Ghazal and
Farag (1998a) and (1998b) studied the asymptotic time
stationary processes with classical methods.

The paper is organized as follows: Estimation of the
expectation and its asymptotic distribution is determined
in Section 2. Section 3 contains the asymptotic distribution
for continuous - time processes with missed data.

2. Estimation of the expectation and its asymptotic
distribution

We mention some results, which will be used to prove
some theorems.

Theorem 2.1 For estimationm,, which is defined by
equation (1.3), then we has

Em,; = m,

(2.1)
T cov{imy , My} = 21 [, foa(x) @7 (x) dx, (2.2)
Where
_ _q sin?xT /2
Or(0) = (2uT) L

(2.3)
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T Dy = 2m fR faa(x) ®7(x) dx,
(2.4)
forallx e Randa,b=1,7.

Proof: Equation (2.1) comes directly by using formula
(1.3). From equation (1.1), we get

cov (1fty , 173)
T T

=T 2 | fur®X) exp(ixty)dt; | exp(—ixt,)dt,; dx
1Y p—y

0 0

Since

sinx T/2
x/2

foT exp(ixt)dt = exp(ixT/2),

and by using formula (2.3), then equation (2.2) is
obtained. Equation (2.4) comes directly by putting a = b

in equation (2.2). Now, the proof of the theorem is
completed.

Now, theorem (2.2) below shall study the properties of the
kernel W;(x) on R, x € R which is defined by:
Y. (x)= 2rT) 1! | fOTexp(— ixt)dt|,T=1,2, (2.5)

Theorem 2.2 For any x € R, the function W, (x) is the
kernel on R that satisfy the following properties

1) J2 Wr(x) dx =1, x€R. (2.6)

. -6 1 © _
(2) Tlgnw [ Prxdx = Tlljnw Js Yr(x)dx = 0, for any
5> x€ER, 2.7)

3) lim fﬁ Y. (x)dx = 1,forall§ > 0,x €R.
T - o -8
(2.8)

Proof: The proof is omitted.

Lemma 2.1 If the function g(x), x € R is bounded
and continuous at a point x = 0 and the function W;(x),
X € R satisfies the properties of Theorem 2.2, then

Jim 7 g() Wr(0dx = g(0). (2.9)

Proof: By using formula (2.6), we get

|Page2

o0

[ 9% (x)dx-g(0) Ilg

—00

j|g 0)[| % (x)]dx +

0)]|%; (x)|dx +

o0

+ [la()-g0)] |7 ()[dx = A + A, + A,

5

Now, from continuity of g(x) at X =0, we get

|dX Then, A, <&

A2<6‘j|$”

Now, A2 is very small according any & is very small. Then

A,=0. Suppose that g(x),x €R is bounded by
constant M, then according to formula (2.7),

A<2M '[ |lP |dX 4)0 Similarly,

Asﬁo

¥, (x)dx—g(0)——=—0, this

T—>o

Therefore, J. g

—00

completes the proof of the theorem.

Theorem 2.3 If the spectral function fab(X), xeR,

a,b=1,r is bounded and continuous at a pointX =0,
then

(1 _lim Toeov{m m,} =27 f,,(0),a,b=1,r
(210
(2) _lim TDm, =27 f,,0),a=1r (2.11)

o0

Proof: The proof can be easily obtained by using lemma
2.1.

Theorem 2.4 Let X r('[) = {Xa(t),t eR,a=1,r }
be r - dimensional continuous stationary process with

mean zero. Then the statistic

t)dt, (2.12)

M= ]l

is asymptotically normal distribution with mean zero and
dispersion given by
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Then

lim Do,(T)=27f,,(0),a=1,
T Do,(T)=2 ©) ' cum{@al(T),...,@ (T)}ZO(Tl_%)gm,

o0

-

a

Proof: We begin by noting that E {@( } 0 according forall K > 2.

to the condition that E X (t) = 0, @ = 1,r . Next we note

1 T

from formula (1.2) that Then @, (T) = T .[ Xa(t) dt is asymptotically

COV{@ (T) %) (T)} _ 1 T f (X) ]‘ _T[ exp {i gtalPdlstrlbutlon with mean zero and dispersion given
b T - ab <% s Wthh completes the proof.

(2zT) Iexp i xt,)dt, I exp(— i xt, )dtmisggd observations

Now, we will study the moments and the asymptotic
distribution for Ya( ),te R which is defined by
equation (1.4).

» { 3, Asymptotic distribution of stationary process with

By using equation (2.5), then

cov{@a (T),@b (T)} =27 I fab(x) Y. (x)dx_ Lemma 3.1 If o the process
X, (t)yand Y, (t),a =1,r corresponding by equation

Taking the limits on both sides and then by using lemma (1.4) where a sequence da(t)'t € R,a=1,r satisfies

2.1and then puttinga = b, we get equations (1.5) and  (1.6), M, is the mean,
TET D{o,(T)}=2x1,(0),a=1r. R/, (r),7eR is the covariance function and
Finally, faa(ﬂ) A e R,a=1,r is the spectral density function
Cum{@ (T) G (T)} on the processes Ya(t) ,teR,a= 1,I’ ,then
T /I Icum X, (t), ..., X, (1) fdt, ...dt, . W mem .
G.1)

cumio, (1).....0, (T)}=

TOT -
T%J'j Ca o [t =t by —t, )ity .0t PR (0)+ m{ p, 0, if7=0

0 @  Ru()=
Putting t, —t, =u,,...,t,_, —t, =u, ,, then ps Raa(r) if 770

(3.2)
\cUm{@ (1).....0, <T>}\ <1 ®  fu(1)=p fa 1)+ (27)" pa,[m] + R, (0)]
(3.3)

Proof: Formula (3.1) can be deduced from equation (1.4)

and properties ofda(t), a= 17 To prove formula (3.2),

we get
u, ,u du,...du, ,<oo,k =2,3,.
I _L AT “)‘ A "RLL(r)=EX,(t+7) X, (1)Ed, (t+7)d,(t) -
EX,(t+7)EX (t)Ed,(t+7)Ed,(t).
Since

EX,(t+7) X, (t)=R,,(r)+ m2, (3.4)

a’
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Then Proof: Formula (3.5) comes directly from equation (1.4).

E X, ()X, ()Ed, (t)d, ()= E X, ()E X, (t) ExPigyEeriea (3.6), then by psingequation (3.5) and
the definition of the dispersion to get

Raa(7) =

EX,(t+7)X,(0)Ed,(t+7)d,(t)-mZp? 1 TT igr;t%
a a a a a a Dma — o2 p2 I {EYa(tl Ya(t2 — EYa(tl) EYa(tz)} dtl
a 00

By using equation (3.4) and properties ofda(t), a= ]j,

we have By using equations (1.4) and (3.2), we get
(Raa(0)+m§)pa_m§ pi’ =0

, — 1T R,.(0)+m;q,

Raa(T): Dma :T_zjjl Raa(tl_tz)dtldtz + (T) ]

(Ri(e)+ m2)p2 =mzpz,  r=0 o >

By using equation (1.1), then formula (3.7) is obtained and
the proofis completed.

Then formula (3.2) is obtained. Finally, from the definition Now, we will study the limiting distribution for
of spectral density and equation (3.2), we get the statistic defined by (3.5).

t,,(2) = (22) " {[ P, Roa(0) + m? p, q, |+ P2 R, (r)exp(=i Az

Corollary 321 Let M, be defined by equation (3.5). If
the spectral, dgnsity faa(ﬂ) is continuous at a point

w A =0 and bounded on R th
+ p§ jRaa(T) exp(—i/lr)df _ and bounded on en w
kA lim TDm, = 2;zfaa(o)+pi ma,+ | () dy

(27 ) {[Pa Raa(0) + M2 p, 0, |+ P2 R,,(0) + 27 p2 1, (A} }
(3.8)

- Proof: The proof can be obtained directly from equation

p; faa(/l) + (Zﬂ)il P, d, Raa(0)+ (2 7[)71 mz P, d., (3.7)as T —— 0.
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where @; (y) is defined by equation (2.3).
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